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Reverse Process

We want to predict the mean and std of the added Gaussian noise



Training the Reverse Process
• Train using negative ELBO, which can be rewritten as 

Constant, ignore Constant, ignoreOnly need to care about 
this term!



Training the Reverse Process

• Because both are Gaussians, we can use the KL divergence 
formula for two Gaussian distributions

Gaussian (can 
be proved)

Gaussian



Training the Reverse Process



Training the Reverse Process
• New Objective

• Can be further simplified to





DDPM (Denoising Diffusion Probabilistic Model)



Let’s Try Diffusion!


